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ABSTRACT summary has been provided by [2], in which the methods are
divided into two maincategories 1) likelihood based (LB),
Signal classification is an important function of moder@nd?2) feature based (FBJ'he metricproposedn this paper
communicationsystemsin Software Defined Radio (SDR) falls into the category of feature based methods. The proposal
applications The ability to quikly recognizethe type of hereinis to create a two dimensionahage of the localized
received signal allows a system to automatically adapt thepeakfrequency andnagnitudestatisticswithin the bandwidth
processor to properlglecodethe signad. Many classification of interest. Thigmagewill hereafter be refeed to as #eak
techniques assume that the receigaghal space is occupied FrequencyMagnitude (PFM) histogram The classification
by only one signal, and that the frequency gqfemation is can occur in a pipeline fagin, partitioned logically into two
known. However in some systems, the receiver may benain steps. The first step is to create the 2D image. The
completely blind to the number amtharacteristicof signals second step is to employ pattern matching techniques on the
within the bandwidth of interesThe technique introduced in generated image to classify the signaltie use of signal
this paper proposes the collapsing of localizedgnitude spectrum in the task of signal classificatiesna frequently
peaksfrom consecutiveshort timeDiscrete Fourier Transform employedtechnique. Although some techniques hatiézed
(DFT) bins into magnitude histograms to create a two statistical spectrum features and even proposed the (e of
dimensionalimageof the frequencymagnitudedensityof the images to facitate classification [3]- [5], 2D spectrogram
received signal spac&hisimagecan be a useful visualization images,which are frequenetime plots, varyconstantlywith
tool in the characterizatioof the signal space in user assistetime and thus do not lend themselves to image pattern
modes of classificatianAlternatively, the process could bematching techniqueg3] extendsthe use of spectrograms by
automated by utilizing pattern recognition andimage creating a histogram of the singhlghestpeak from each
processinglgorithms. spectrum column to generate a lfdstogram The key
differencein this proposalis the collapsing of all localized
maximumsfrom each spectrum capture into a 2D image for
1.INTRODUCTION pattern matching thereby simultaneouslyincluding other

) o ) sigrals that may be present in the band, even those of lower
Modulation detection is one of the most important aspects ghwer than the strongest signal.

signal classification. Information bearing signals will usually  The focus of this paper is on the construction ofRF/
employ carrier modulationThe first order characteristics in histogram Areas for further research include selecting optimal
detecting and thus classifying an information beasmnal pattern matching techniques and predictiegigrmance of an
include carrier frequencgnd modulation type. If a given slice aytomatic pattern matching classifier. Without an automatic
of amitrary bandwidth is selected for signal search, thgassification algorithm, the PFM histogram image that is
number of signals may be unknown in that bandwidth. If thetgoposed herein is still useful in user assisted methods of
are multiple signals in the selected bandwidth, the frequengpssification.
of operation for each of the multiple signals as well as
modulation type may banknown. Whermmultiple signalsof 2. SIGNAL CONSTRUCTION AND ASSUMPTIONS
unknowncharacteristicare present in the banthe useof a
single signal classifiesuch as a constellation detect® For the purpose of this papere assume that an analog signal
impractical. What is required for these conditions is fas been band limited and sampled with sufficient
classifier bywhich these characteristicarc be determined performance to neglect any aliasing effetté&e also assume
jointly across multiple signals. that the sampling amplitude range is large enough to include
As pointed out in [1], most of the research in the area @f| potentialsignals for cassification, and the inpuainge will
signal clasification is related to the recoigion of a single pe normalized. Another assumption is that the ratio of the
signal in space. iltle research has been done to classifgample rate toblock size (samples)is larger than the

multiple signalssimultaneouslyin a given bandwidth. Within pandwidth of the signal being analyzedEssentially this
the realm of single signal classification techniques, a broad



means thatgenerally the signals in the angded band are spectrumln order to obtain the values of the localizeehks
narrow relative to the sample ratéthis were not true, tn  the frequency index of the loiaéd peaks which ardigher
the wideband signal would consume the band neartilan the thresholdmust frst be determirdt To do this,a
exclusively.lt is from this sampled signal that we obtain thesparse impulse train that contains a value of 1 at each positive
input to the signal classifier. So the signiassifierinput will  inflection and zero everywhere elisecreated This signal will
be a composite signal contang up toM independensignals be referred to a® 1
of varying characteristicsvith non-overlappingspectrumThe
signal to noise ratio of the composite sigimathe simulations
conducted in this papés assumed to be 10 dB greater This 01 11 1
composite signal, which will be referred toxgs), is therefore
a discrete,time invariant stream of samples of bounded
amplituderepresented by where] is the frequency bin of the localized positive peaks
above a certain thresholthd] is the discrete delta function
L Lo . Although this representation shows the form of the signal, it
we UV E Y e0 Q must be generated as a functioni of , which can be done
in the following way:

where"Y ¢ are thebaseband signabf unknown modulation ' 1 p
format, amplitude, etc. andl ¢ is the post sampled noise of 01 = i Q%ET E"Y p i Q0¥
the composite signalassumed to be AWGN)The valus
"Qdfr are the center frequency and phase offsets for ea\%eresr is defined as:
sub-signal.
Yoo 0

3.PFM HISTOGRAM CONSTRUCTION

and A; is the magnitude thresholdalue Selection of the

The streaming inpusignalx(n) will be partitionedinto blocks  , aqho1d value will depenoh the desired system tradeots.
of lengthL samples for processing. The signal classifier Wily,o caseof manual classification of signals, the threshold

employ a Discgte Fourier Transform (DFT9f lengthK, and ;14 he made variablso that the user couldsee different

the block length L will be chosen to béess than or equab image resultsas the threshold is adjustetihe optimization
the DFTlengthK. and/or adaptabilityof this threshold value is topic fo

houah it i . ‘ h hi continued research in the case of automated signal
Though it is not required for thd®FM histogram classification.

construction, we will assume in this paper that a finite number
of blocks| are analyzed in the classifiefeach of lengthL).
Thesel blockswill be givenindexi =( 0, 111) andéeach
containingL samples, so

To obtain the resulting signael 7 with localizedpeaks
isolated, simply take the product:
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The final step in creating the desired image is to create a two

L Each bIQCk will be proc_essed through aw_indow funCtiOIaimensional histogram of the magnitudes of each localized
0 ¢ . The window function is not bound by this method an eak for each frequency binln order to develop the 2D

the use of different window functions and the resulting ima%stogram overmagnitude and frequency,the magnitude
pgtterns generated is the tc»pn'}c further researck_]. Thig Paper aqits of the frequency signal( meed to be quantize®y
will assume the use of a Hanning window function. Sig(ia) doing so, magnitude bins that cie usal to develop the

is thus createds: amplitude frequency histogranwill be generated The
selection of the magnitude bin size will depend on the system
characteistics including scaling of the magnitude (dB vs.

) . linear), desired resolution, etc. In the case of this paper, and
Each windowed block will berocessed by the DFT of w6 gimylations that follow, dB scaling of the magnitude

lengthK. If the D',:T lengtiK is larger than the blpckizg L, squared is used (power in dB). The selection eintlagnitude
then the block will bezero paddedetween thewvindowing bin size can be dynamas follows:

and DFToperation. Tie magnitude of the DFT operation will
be represented d@s 1 : i A@d i Elo
i1 OV & s 3 N
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wherey in this casecontainsdiscrete frequency bimalues  \\hereR is the desired number afiagnitudebins (resolution).
The frequency domain data is processed to extract thgom this, we can create a new indesover which we will
localized peaks above a given thresholdf the blocked qyantize the magnitudato R bins, thusher index will range



from O to R-1:

n aQ& i3
where
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and the resulu, takes avalue of 1 if the y value being
guantized falls into the magnitude range:
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A matrix is thenformed by counting the occurrencafsevents
that fal into thejoint frequencyi magnitudebins as follows:
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Figure 1 shows the basic flow of operations produce the
proposed two dimensional image thetl be usedto identify
the features of several widely used signal formats.
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Figure 1: Process Flow Block Diagram

4.SIMULATIONS

Simulations were performed to present the imaggems

Quadrature Phase Shift Keyed (OQPSK) signal, @Gnén
OFDM-like (Orthogonal Frequency Division Multiplexed)
signal. The last signal may not conforathe strict definition

of an OFDM signal, but for the purpose of this paper, the
differences will be considered negligibleeach of the
baseband modulatedata signals are formedrom a set of
random numbers, such as 1s atsl for binary modulation, or
{-1, -1/3, 1/3, 1} for QAM16. The LFM signal will be
generated from a linear ramp signal. Each baseband signal will
bedenotedA,. Ay, is generated froran oversamplederies of
these valueshat arepassed through low pass filsdio shape
the signal for realistic bandidth limiting. The signal
construction proceeds from theas follows:

1. Two level FSKbaseband
Y Q

whereT; is thesampling periodfy is the frequency deviation
constant, and:

0 phtlv8 Wb

is the accumulated phase of the baseband FSK that is derived
from the pulselsaped data signd,, described above

2. Two level ASK baseband:

w - & G
Y - P
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whereg is the modulation deptwith valueO to 1
3. Linear FM baseband:

v 0
whereT; is the sampling period, is theLFM base frequency
constant, anc is the phase accumulation for the LFM
signal.
4. 16 pointQAM signal:

Y 40Qa0
where ml and mQ are both 4 level uniformly distributed
random variables from the setl{ -1/3, 1/3, 1}. The valug
are upsampled and filtered just msthe case of the binary

baseband signals.

5. OffsetQuadrature PSK signal:

for different types of signals used in communications and

RADAR processing. The following types of signals were used Y

in the stimulus for the simulation:) two level Frequency
Shift Keyed FSK) signal, 3 two level Amplitude Shift Keyed
(ASK) signd, 3) analog linear FM (LFM) signal,)416 point
QuadratureAmplitude Modulated(QAM16) signal 5) Offset

a0 Q4 0

where ml and mQ are both 2 level uniformly distributed
random variables from the setl{ 1}. The values are
upsampled andlitered. The delay of the upsampledl signal



is shifted to % the symbol period to produce the offset

characteristic of the signal. This minimizes the amplitude s e
fluctuation that occurs as a result of the bandwidth limiting. 70}- < 16QAM .
FSK
6. OFDM-like signal: 65-  sa e 4 PSK .
ny (;’J'Q"O"O"O"Yﬁ %Boi [R5 — 1
Where § =r |
OFDM
- rowN T L R 50 \ N
Yo, a0 Qaum ASK
45~ -
is a 16 point QAM signal (with no upsampling or filtering)
taken ink blocks ofN size andbadded with eros to the length T T S S e T
of the IFFT. As in the case of 16QAM, the values fat and Frequency (Hz) 10

mQ are taken uniformly from the setX, -1/3, 1/3, 1}.The = rig e 2. PEM histogram of 6 signals, block size of 100, FFT size
Ved} function creates a single vector from tiegencatenation f 256 . SNR=22dB

of thek sequences generated from edeRT function.

The final stimulus for the simulation is, akescribed Figure 2 shows the distinct patterns of the example signals
under signal construction, aparposition of all suksignals as used in the simulation. The two level FSK signal produces a
follows: dual hump pattern along the horizah{frequency) axis, while

the two level ASK signal produces a dual hump pattern in the
vertical (magnitude) axis. Important to note however is that
Ot O & Y EO Q the dual humpin these patterns are not independent humps.
The humps from the modulated signals form caotee
clustes due to the band limited nature of the modulated

whereN(n) is the AWG noise that is added to the compositéig”als- The signals do not change from one state to another

signal. A, is an amplitude factor that is applied independentlghsésv':at”heig“fselgttar‘gr%?icdi ;K:;ﬁg‘ ?gr?ngﬁ'(\jﬂ h;kt)(;%ralglwer
to each signal to provide variance to the signal levglés the 2 ™" R RPN A
9 P g &l i d g e emthehapsy Ehese distinctive characteristics

carrier frequency of each independent signal to separate s : ; ;

) . . . will allow the classifier to isolate different signal formats.
spectrum of the signalsis stated in the signal assumption It is also clear that the LFM example forms a solid line
section, these center frequencies are set to avoid spectrggposs the horizontal axis. This is to be expected when
overlap between signalss, are theindividual test signals considering the derivation of éhLFM. It is fairly easyfor a

described above. _ classifierto identify theLFM.

After the PFM histograms are generated for the signals in Figure 3 shows the PFM histogram of the same
the simulated bandwidth, & by 5 pixel smoothing filter is  composite input signal but with a reduction in the signal to
applied to help create an image that facilitatesmalized npoise ratio (SNR)py 6 dB. It is important to note that the
viewing of the individual signals The selection and ggnal to noise ratio is calculated over the composite signal
performane of the smoothing istbjective in the case of which contains the superposition 6f signals of differing
manual identification of the signals. Future research inoowerlevels. The SNR of any individual signal is less thiam
automated classification would necessitate methodical composite
approach to filter selection. For the case of the following plots,
asimplepyramid shape igsed for thdilter kernel
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Figure 3: PFM histogram of 6 signals, block size of 100, FFT size Figure 5: PFM histogram of 6 signals, block size of 70-FT size

of 256 , SNR=16 dB

It is clear fromFigure 3 and Figure 4 that the reduction in

of 128 , SNR=22 dB

SNR results in amearing effect on the signal clustersd a sL - T T
cloud of noise appears aethottom of the image. < —160AM
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Figure 4: PFM histogram of 6 signals, block size of 100, FFT size e 1
of 256 , SNR=10 dB <—16QAM
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Figure 5, Figure 6, and Figure 7 show pbts of the same e 4 PSK
composite signal with nothing changed other thanktloek 85 ’
size andDFT length. In this casel28 point DFT is used to € _| LV - |
contrast against 256 point DFT. The same features exist in &
this plot, but with less resolution. It is clear from thamages g 55l i
that the distinct humps of multilevel modulation could be . OFCM
merged together if the resolution relative to the state  so- ASK ]
separation is insufficient to distinguish the humps.
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Figure 7: PFM histogram of 6 signals, block size of 70, FFT size
of 128 , SNR=10 dB

Figure8, Figure9, andFigure10display the results of images
produced from512 point DFTs for the same three signal to
noise ratios. One main differentkat can be seeim these



images is the feature of the hump connection in the two level
FSK signal. The connection is somewhat offset in magnitude T

from the two humps, formingnaarched ridge instead &f

straght line. This indicates that the transition between FSK FSK |

levelsincurs some reduction in the DFT power for those bins 65

which can be seen at higher frequency resolutions.
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Figure 8: PFM histogram of 6 signals, block size 0200, FFT size
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Figure 10: PFM histogram of 6 signals, block size 0200, FFT

size of 512 , SNR=10 dB

Three dimensional images are included from the simulation to
provide alternate views of the characteristic features of the

different signal types.

Fiéare 11: 3D emulation of PFM histogram for SNR = 22 dB,

block size of 100, and FFT size = 256

The plotof Figurel2is a different angle of the same 3D

plot of
visible.

Figure 11, where other signal features are more



Figure 12 3D emulation of PFM histogram for SNR = 22 dB
block size of 100and FFT size = 256alternate angle

5.LIMITATIONS

techniques in which the blocks that are sampled are only those
whichtheaverage power has exceeded a certain threshold.

6. CONCLUSION

This paper introduces a new mechanism fsignal
classificatior/ modulation detectionf multiple signals within

a given bandwidth by making use of the magnitude and
frequency densityfeaturesof the signals. Simulations wnee
shown for sixdifferent malulation formats and 2D images
were displayedfor varying signal to noise ratios and block
size parameters Several areas of further research are
suggested.Research onmautonomousclassification through
pattern recognition,image template matchingnd imag
processing algorithneptimizationof the resulting 2D images

is proposedAlso someimitations of the method were pointed
out in the paperResolving some of the limitations should be
examined in future workln addition, the examples were
performed undr specific parameters in the technique such as
bandwidth, block size, FFT sizethreshold values,etc.
Optimization of these parameters is another area for further
investigation The proposed method employs orihe DFT
magnitude Another area of furtheresearch is to utilizéhe

There are limitations in this method that should be pointed o
First, as noted early in the assumptions, the method is m
useful when the signals being analyzed are narrow band
relative to the sample rate. Specifically, if the signals under

test have a symbol rate higher than the ratio of the sample rﬁt]e

to the block size (DFT block size),ai the DFT will merge

the spectrum shapes across different symbols and the
technique will not be able to create the distinct signatures fg
the differentmodulation types.

Another limitation to the method iss inability, for the
most part, to distinguish between rarrowband constant [3]
envelope phase modulated signal and a sinusoidal
(unmodulated) signal. With thexceptionof small distortions
in frequeng, depending on the modulation characteristics, trﬁ]
signature of a constant envelope signalth minimal
frequency deviatiowill appear as a single dot in the image,
which is the same as an unmodulated sinusoid. Fortupately
however, communication systemsalmost never use
unmodulated carriers because they contain no information. 5

pthase outpuof the DFTto enhance the results and provide
Lé'rtther differentiation between signal types.
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